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Introduction

" (Queueing Theory 1s mainly seen as a branch of applied probability
theory. Its applications are in different fields, e.g. communication
networks, computer systems, machine plants and so forth.

" The subject of queueing theory: consider a service center and a
population of customers, which at some times enter the service center in
order to obtain service.




Examples of Queueing Theory (1/2)

" Examples of the use of queueing theory in networking

e Determining the number of trunks in a central office in plain old telephone
service (POTS)

e (alculating end-to-end throughput in networks

" QOther examples are:

e Waiting to pay in the supermarket
e Waiting to pay in the tollgate
e Waiting at the telephone for information

" We may have the following questions:
e What is the average waiting time of a customer?

e How many customers are waiting on average
e How long is the average service time



Examples of Queueing Theory (2/2)

" (Queueing Theory tries to answer questions like e.g. the mean waiting
time 1n the queue, the mean system response time (waiting time in the
queue plus service times), mean utilization of the service facility,
distribution of the number of customers in the queue, distribution of the
number of customers in the system and so forth.

" A simplified queueing model for a delay/loss system

Queue Server

Packet Arrivals l g Packet Departures

Lost or blocked



Basic Probability Theory — 1. Probability

®  Basic Notations

e Random experiment

An experiment whose outcome cannot be determined in advance.

Sample space (S)

The set of all possible outcomes of a random experiment

Example 1. In tossing of a die we have S = {1,2.3.4.5.6}.

Example 2. The life-time of abulb S={x € R | x > 0}.

Event (A): A subset of sample space.

An event is a subset of the sample space S. An event is usually denoted by a capital
letter A, B. - --. If the outcome of an experiment is a member of event A, we say that
A has occurred.

Example 1. The outcome of tossing a die is an even number: A = {2,4.6} CS.
Example 2. The life-time of a bulb is at least 3000 h: A = {x € R | x > 3000} C S.
Certain event: The whole sample space S.

Impossible event: Empty subset #) of S.



Combining Events

e Union “A or B”
AUB={ecS|ecAorecB}

e Intersection (joint event) “A and B”
ANB={ecS|ecAandec B}

e Mutually exclusive
Events A and B are mutually exclusive, ifANB = 0.

e Complement “not A”
A={ecS|edA}

e Partition of the sample space A set of events Aj,A».--- is a partition of the sample
space S

I. The events are mutually exclusive, A;NA; = 0, when i # j
2. Together they cover the whole sample space, |J;A; = S.




Probability

With each event A is associated the probability P(A). Empirically, the probability P(A) means
the limiting value of the relative frequency N(A)/N with which A occurs in a repeated exper-
iment.

N(A

P(A) = lim A)

N—oo

where N is the number of experiments and N(A) is the number of occurrences of A.

Properties of probability AUB

oS

. 0<P(A) <1
2. P(S)=1,P(0) =0
3. P(AUB) = P(A)+ P(B) — P(ANB)
4. TANB =0, then P(AUB) = P(A) + P(B)
If A;NA; =0, fori # j, then P(J;A;) = P(A{U---UA,) = P(A}) +--- + P(A,)
5. P(A)=1-P(A)

6. If A C B, then P(A) < P(B)



Conditional Probability

The probability of event A given that B has occurred.

P(ANB)
P(B)

P(A|B) = = P(ANB) = P(A|B)P(B)

P{A~B)

" Law of total probability

Let {By,---,B,} be a complete set of mutually exclusive events, i.e. a partition of the sample
space S,
. B, B, B,
n A
P(A)=) P(ANB;) =) P(A|B))P(B))
[

=1



Baye’s formula

Let again {Bj,---.B,} be a partition of the sample space. The problem is to calculate the
probability of event B; given that A has occurred.

P(ANB;)  P(A|B,)P(B;)

PO = =@y T LB

Bayes’ formula enables us to calculate a conditional probability when we know the reverse
conditional probabilities.

" Independence

Two events A and B are independet if and only if
P(ANB)=P(A)-P(B)
For independent events holds

P(ANnB) P(A)P(B
P(A|B) = (P(B) ) = (PEBS ) = P(A) “B does not influence occurrence of A

10



Problem: Binary Symmetric Channel (1/2)

Problem (Binary Symmetric Channel) Consider a discrete memoryless channel used to
transmit binary data. The channel is said to be discrete that it is designed to handle discrete
message. It is memoryless in the sense that the channel output at any time depends only on
the channel input at that time. Due to the unavoidable presence of noise on the channel, errors
are made in the received binary data stream. The channel is described as follows:

e The a priori probability of sending binary symbols 0 and 1 is given by

_ if X'=:()
PX=x)=¢"
23 i =1

where X is the random variable representing the transmitted symbol. Note that po+ p; =1,
so X is a Bernoulli random variable.
e The conditional probability of error is given by

P=1X=0=R¥f=0X=1)=p
where Y is the random variable representing the received symbol. The conditional proba-
bility P(Y = 0|X = 1) is the probability that symbol 0 is received given that symbol 1 was
sent.

Determine the probability that the transmitter transmits the symbol 0 when the receiver
receives the symbol 0. ]
11



0 0

=P
Solution The probability of receiving symbol O is given by

PY=0)=PY=0X=0PX=0)+PY =0X=1PX=1)
= (1=p)po+ppi

Applying Bayes’ rule, we obtain
P(Y =0|X =0P(X =0)
PlY =10)
(I=p)po
(1=p)po+ppi

P(X =0|Y =0) =




2. Random Variable and Distributions

B Random Variable

A random variable (r.v.) is a function that assigns a real value to each element in S. Random
variables are denoted by capitals, X, Y, etc.

Example 2.2. The number of heads in tossing coin rather than the sequence of heads/tails

A real-valued random variable X 1s a mapping
X: S—R

which associates the real number X (¢) to each outcome ¢ € S. 1

" Distribution Function, Cumulative Distribution Function (CDF)

F(x)=P(X £ x)

— Probability of an interval

Pxi <X <x)=F(x)—F(x1)

13



Probability Density Function

If X is a continuous r.v., the probability density function (pdf) is

dF (x) . Plx<X <x+dx)
= = lim
dx dx—0 dx

f(x)

Hence,

Fo= [ fody

If X 1s a discrete (finite or countably infinite) r.v., the probability mass function (pmf) is

Hence,

14



Joint Distribution

Joint distribution function

Fix,y) =PX <x,¥ <y
Fx(x) = lim F(x,y)
y—soo

If X and Y are independent, F (x,y) = Fx (x)Fy(y)
Joint probability density function

82
fE2) = gaay” &)

f(xv)dxd\/ Px<X <x+dx,y<Y <y-+dy)

/fxv

P(X €A.Y € B) :fA/Bf(x._y)dydx

If X and Y are independent, f(x,y) = fx(x)fy(y)

15



3. Parameters of Distributions (1/2)

Expectation
The expected value of X, denoted by E(X) or X, is defined as
E(X) = / xdF (x)
where d F'(x) is the probability of the interval dx.
Continuous distribution: E(X) = [~ xf(x)dx
Discrete distribution: E(X) = Y, x;p;

The expected value of an arbitrary function of X, g(X), with respect to the probability
density function f(x) is given by the inner product of f and g:

E(s(X)) = [ E(e(X)I =x)dF (x) = [ g(x)dF ()
E(X) = / E(X|X = x)dF (x) = f xdF (x)
Properties:

E(cX) = cE(X)c is constant
16



Parameters of Distributions (2/2)

Variance
If a random variable X has the expected value (mean) u = E(X), then the variance of X,
denoted by Var(X) or V(X), is given by:

Var(X) =E [(X—E(X))’] =E(X*) —E*(X)

This definition encompasses random variables that are discrete, continuous, or neither. It can
be expanded as follows:

Var(X) = E[(X — pt)?]
= E[X? —2uX + p?]

= E[X?] —2u E[X] + u°
= E[X*] —2p* +p°

= E[X*) - p’

= E[X?] —E[X]°.

Properties:
Var(cX) = ¢*Var(X)

17



4. Transforms — Generating Functions

" Generating Functions

Let P, = P(X = k). Definition is

(e o]

PX(Z) éE(ZX): ZZkPk :PO+PIZ+P222+---
k=0

Properties are

p >
- d—z2PX(Z) ., - d—ZPx(Z) e {C,ZPX(Z)‘H}
Given P(z),
d 1 d¥
P, =—P(z bk = mraok ‘
' T dz ( )220 C Tk dEF (2 =0

18



Transforms — Problem (1/2)

Problem  Determine the generating function, P(z), from the following equations:

A,PO — j.LPl
(A4+u)P, = AP, 1+ uPy1,forn=1,2,-.-

(e.9] o0

Solution YR =Y BF—PR=Pk)-PR
k=il k=0
AP ZO — uP ZO o , co
(A+p)Piz’ = APz +uboz k=1 k=1
. 2 ; o0 | o 1
(l‘{"ﬁi)PzZ lPlZ +HP3Z ZPk+IZ!\:EZPM—]Z/(—H:E(P(Z)_PO)
k=0 k=0

AY PE+u Y R =AY Bad +p Y P
k=0 k=1 k=1 k=0

AP(z)+u(P(z) — R) = AzP(2) + pz~ ' (P(z) — Ry)
19



Transforms — Problem (2/2)

AP(z)+ pu(P(z) — By) = AzP(2) + puz ' (P(z) — Py)

N Pp'-1)
P = E_(A+p)+Az
_ u(l=-7)Rk
 p—(A+p)z+ A2
p=1-2
u
_ 1=/
P = T
z(l—l/u)i(lz)k
k=0 \ M
P. = (1—p)p*.(p =A/mu)

20



Laplace Transform

Laplace Transform

X is non-negative and a continuous variable. Assume F(0) =0 and F(x) has no discon-
tinuous point.
Definition is

Fi(s) = 2(f(x) = [ e fe(dr=E@™)

Properties are
Fy(0) =1

CLRs)| = (—DMEXY)

Laplace-Stieltjes Trasform
X is non-negative and a continuous variable. Assume F(0) > 0 or F(x) has a discontinuous

point.
Definition is



Summary

" Queueing Theory tries to answer questions like

the mean waiting time in the queue,
the mean system response time
mean utilization of the service

distribution of the number of customers

" Basic Probability Theory

— Probability: Conditional Probability, Baye’s formula

— Parameters of Distributions: Expectation, Variance

Random Variable and Distributions

Transforms
e Generating Functions

e Laplace Transform
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